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ABSTRACT

Corona virus (COVID-19) is a new type of virus in humans that causes upper respiratory tract infections. This
virus has behaviors such as Middle East Respiratory Syndrome (MERS-CoV) and Severe Acute Respiratory
Syndrome (SARS-CoV) with clinical manifestations of infection such as acute respiratory disorders (fever, cough,
and shortness of breath) which can cause pneumonia, lung syndrome, kidney failure, and even cause death. To
prevent the spread of this virus, WHO has recommended the provision of vaccines to actively increase a person's
immunity against Covid-19 attacks, so that when exposed to the disease, they will not get sick or only experience
mild illness and will not become a source of transmission. This study classifies Covid-19 data in the Malang
Region before vaccination and after vaccination with the Kernel Radial Basis Function approach. The data used
in this study is a series of covid-19 data in the Malang City from November 2020 to December 2021. From the
results of this study, it was found that the rate of decline in Covid-19 cases had appeared in July being December
2021 with an average accuracy rate of 97%. It can be concluded that the Kernel Radial Basis Function method is
suitable for classifying the pattern of the spread of COVID-19 in the Malang Region.
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INTRODUCTION 

¡ Indonesia is a country with more than 271,5 million population on 2020 is also been affected by the spread of
SARS-CoV-2 virus [1]. Where in December 2020, Indonesia have still encounters quite the big spread of this
virus, so that in 12th December 2020 the total case of was going up to 611.631 people, with 18.652 death case, and
501.376 cured case, and active case by 91.602 people [2]. Also on 2020, there are a few provinces in Indonesia
with the most active cases, one of them is East Java. Where it is reported to be infected 400.066 people, which
contributes about 9.39% to the national data [2]. Malang is one of the cities located in East Java which also
reported to have quite the increase by 29th December 2021 where the confirm positive case was 15.652 people
[3][9].

¡ The most known factor for this disease was caused by human mobility. A few countries established their restriction
to enter their country to decrease human mobility in hope to suppress the spread of Covid-19, by prohibiting a
large scales human grouping activity, using a mask to go to places, and to keeping distance with others
[4],[5],[6],[7]. The new variant of Covid-19 virus was keep being discovered until now, the new variant
supposedly easier to be transmitted and there a few countries that still have worse cases of this new variant of
Covid-19 [6].



Plot Data COVID-19 and Prediction Death COVID-19 case in Indonesia Before vaccination

Using a 10 percent error rate, the estimated value of the 
parameter death patients the MAPE of 13.95 percent. MAPE 
value is greater than the error value set at 10%. the high 
death rate of COVID-19 patients due to the still limited 
number of health workers, supporting health facilities to 
prevent and Before vaccination

Using the time-series model approach, the pattern of 
COVID-19 data distribution behavior in Indonesia 
shows an exponential distribution pattern, where the 
addition of positive cases of COVID-19 increases 
significantly from day today. 



¡ In 2020, there is a research about the performance estimation the analysis of 
factor in Covid-19 dataset. The purpose of this research is to predict and 
classify anything related to Covid-19 uses logistic regression, ARIMA, Spasial
Analysis, Decision Tree (DT), K-Nearest Neighbor (KNN), Support Vector 
Machine (SVM), and atc. [8][10][11]. 

¡ Based on this research, in this study, Radial Basis Kernel Function Analysis 
will be applied to classify Covid-19 cases in Malang City. Testing the goodness 
of the model is based on the values of accuracy, precision and recall.



RESEARCH METHOD

1. Dataset

The dataset used in this research are a data time series of Covid–19 of every single ward in Malang
with the time series from November 2020 – December 2021. The data time series of Covid–19 that
were gathered have 23 attributes which are, name of the ward, total population of men and woman,
rainfall pattern, sunshine pattern, the temperature average, the temperature minimum, and
maximum, population based on their school degree, vaccination dosage, the obedience of mask
usage, and the obedience of keeping distance. The datasets that were gathered from the Public
Health Office of Malang. These datasets were going to be divided into two, with the proportion of
80:20 which is 80% for training and 20% for testing. The training data will be used to build the
model, while the testing data will be used to measure the performance of the model created. The
attribute that will be used in this research for the dataset will be shown in Table 1.



Variable Attribute
X1 Village
X2 Male Population
X3 Female Population
X4 Rainfall (mm)
X5 Sunlight (%)
X6 Average Temperature (oC)
X7 Maximum Temperature (oC)
X8 Minimum Temperature (oC)
X9 Not yet in school
X10 Not yet graduated from elementary school
X11 Elementary school graduate
X12 Junior high school
X13 High school
X14 Diploma I and II
X15 Diploma III
X16 Bachelor's Degree / Diploma IV
X17 Master's Degree
X18 Doctoral degree
X19 Vaccination Dose1
X20 Vaccination Dose2
X21 Vaccination Dose3
X22 The obedience in mask wear
X23 The obedience in keeping distance
Y Class DA

TABLE I

DATAATTRIBUTE



2. ANALYSIS

Interval Class Label Total
confirmend
cases < 52

Low 0 704

52 ≤ 
confirmend 
cases < 196

Medium 1 705

confirmend 
cases ≥ 196

High 2 705

3) Kernel Radial Basis Function (RBF)

𝐾 𝑥! , 𝑥" = ex p −𝛾∥ 𝑥!# − 𝑥" ∥
$ , 𝛾 > 0

The preprocessing step will be consists of a few process
which :
1) Handling Missing Value : Missing value is a

condition where the data in an attribute is gone or
not available, which has to be handled .

2) Normalization : Normalization is a process of
making a variable to be a numeric type data which
has a range or scale from 0 – 1[18]. The formula of
the minmax equality used is :

TABLE II. CLASS LABELLING

𝑥∗ =
𝑥 −min 𝑥

max 𝑥 − min 𝑥
Processing stage is one of the important steps to prepare the
dataset so that it can be ready to be used. In general, data will
consist of flaws, which can be missing value, data redundant,
outliers, or the format that is not suitable for the system.
Because of that reason it is important to do the data
preprocessing step.



3. Model Evaluation
Model evaluation is done to measure the performance and to determine the best model by evaluating the
performance of the model that has been created. Model evaluation that has been in this research used confusion
matrix which can also be called error matrix. Confusion matrix itself is a table matrix which can be picture the
model classification performance in a sequence of testing data [7]. The confusion matrix can be shown in Table
III.

TABLE III.CONFUSION MATRIX

Predicted Values
Actual Values

Positive (1) Negative(0)

Positif(1) TP FP

Negatif(0) FN TN

From table 3. There are 4 combinations for Prediction Value
and Actual Value, which are:

• True Positive (TP) where the actual value is 1 and the
prediction value is 1

• False Positive (FP) where the actual value is 0 and the
prediction value is 1

• False Negative (FN) where the actual value is 1 and the
prediction value is 0

• True Negative (TN) where the actual value is 0 and the
prediction value is 0



These are a few performance metrics that will used, which are :
1. Accuracy 

Accuracy is a ratio of a correct prediction from the entire data collection[7]. Which can be obtained by the formula of:

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁

2. Precision 

Precision is a ratio of a correct positive prediction compared to the entire positive prediction data[7], which can be 
obtained by the formula of:

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃

3. Recall

Recall is a comparison of True Positive (TP) with the amount of the actual positive prediction data[7], which 
can be obtained by the formula of :

𝑟𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁



RESULTS AND DISCUSSION
In this research the dataset that was used is a dataset of Covid-19 in Malang with the periodic time of November 2020
until December 2021. Where this dataset was divided into 2 parts, which 80% was used to be the training data, and
20% for the test data which will be used to test and calculate the performance the model algorithm that was built. The
model that was built using 2 parameters which are Gamma, and C, resulting with Gamma value of 1 and 0,1 and C
with 1, 10, 100 value. The testing uses Kernel Radial Basis Function method . The test on parameter C and Gamma
then will be used to find the optimal value of C and the value of Gamma from the classification [8]. The result of the
classification of the monthly case covid-19 with accuracy, precision and recall will be shown in the below table.

TABLE IV. EVALUATION OF MODELACCURACY

Gamma C Nov 20 Dec 20 Jan 21 Feb 21 Mar 21 Apr 21 May21 Jun 21 Jul 21 Aug 21 Sep 21 Oct 21 Nov 21 Dec 21

Ke
rn

el
 R

BF

1 1 81% 45% 58% 55% 65% 74% 68% 45% 97% 97% 68% 84% 77% 100%

1 10 77% 55% 48% 52% 58% 77% 81% 55% 97% 97% 58% 87% 81% 97%

1 100 68% 52% 42% 48% 55% 65% 71% 39% 97% 97% 55% 90% 71% 100%

0.1 1 74% 45% 65% 52% 61% 71% 61% 48% 97% 97% 52% 84% 77% 100%

0.1 10 77% 52% 65% 61% 58% 81% 65% 48% 97% 97% 68% 84% 77% 100%

0.1 100 74% 48% 55% 58% 55% 74% 71% 52% 97% 97% 61% 84% 77% 97%

1. Accuracy



Table IV shows that the accuracy of each month from the parameter that was experimented gives the Radial Basis
Kernel Function model. From the table we can see the optimal value from the combination of C and Gamma parameter.
From the table, we can see that there are a few months data that gives the highest accuracy with are July, August, and
December 2021. Which in each month the value of Gamma and C parameter resulting the accuracy with approximately
97% - 100%.

A histogram that represents the accuracy results of
each parameter that has been tested. From the
histogram, we can see that the accuracy pattern on
each month. There are a few months that gives the
best accuracy, which are July 2021, August 2021, and
December 2021 are the ones with the accuracy of
97%, 97% and 100%. While the accuracy on the other
month like June comes up with the value of 55%. The
high and low accuracy of the data can be caused by a
few things, like the attribute of high positive confirm
cases, low vaccination distribution, or the low
obedience of civilians to do the protocols etc



2. Precision

Gamma C
Nov 
20

Dec 
20

Jan 
21

Feb 
21

Mar 
21

Apr 
21

May 
21

Jun 
21 Jul 21

Aug 
21

Sep 
21

Oct 
21 Nov 21 Dec 21

Ke
rn

el
 R

BF

1 1 75% 34% 59% 50% 62% 76% 60% 42% 94% 94% 73% 70% 60% 100%
1 10 75% 46% 54% 55% 69% 78% 83% 48% 94% 94% 62% 89% 76% 100%
1 100 69% 53% 46% 52% 64% 72% 73% 42% 94% 94% 56% 90% 77% 100%

0.1 1 69% 20% 66% 45% 58% 58% 38% 46% 94% 94% 27% 70% 60% 100%
0.1 10 72% 44% 63% 54% 55% 82% 52% 44% 94% 94% 73% 70% 60% 100%
0.1 100 69% 37% 58% 52% 62% 74% 72% 47% 94% 94% 66% 70% 73% 100%

The result of precision from the experiment. It 
shows there are a few months that gives the 
highest precision which are on July, August, and 
December 2021. Where on those 3 months July 
2021, August 2021, and December 2021 the 
value on each Kernel RBF gives an accuracy of 
94% - 100%.



3. Recall
Ke

rn
el

 R
BF

1 1 81% 45% 58% 55% 65% 74% 68% 45% 97% 97% 68% 84% 77% 100%
1 10 77% 55% 48% 52% 58% 77% 81% 55% 97% 97% 58% 87% 81% 97%
1 100 68% 52% 42% 48% 55% 64% 71% 39% 97% 97% 55% 90% 71% 100%

0.1 1 74% 45% 65% 52% 61% 71% 61% 48% 97% 97% 52% 84% 77% 100%
0.1 10 77% 52% 65% 61% 58% 81% 65% 48% 97% 97% 68% 84% 77% 100%
0.1 100 74% 48% 55% 58% 55% 74% 71% 52% 97% 97% 61% 84% 77% 97%

From the table we can see that there are a few 
months that gives the highest precisions which are 
July, August, and December 2021. Where on those 3 
months gives the result of recall with a 100% 
accuracy on RBF kernel with the value of gamma = 
1, and C = 100



CONCLUSION

Accuracy Precision Recall
Nov 20 0.81 0.75 0.81
Dec 20 0.61 0.67 0.61
Jan 21 0.65 0.68 0.65
Feb 21 0.61 0.63 0.61
Mar 21 0.65 0.74 0.68
Apr 21 0.81 0.82 0.81
May 21 0.81 0.83 0.81
Jun 21 0.55 0.58 0.55
Jul 21 0.97 0.94 0.97
Aug 21 0.97 0.94 0.97
Sept 21 0.74 0.77 0.74
Oct 21 0.90 0.90 0.90
Nov 21 0.84 0.82 0.84
Dec 21 1 1 1

The best result of each accuracy, precision, and recall
on each month. Where on December 2021 it is found
that the accuracy value is 100%, with the precision and
recall with the best value of 100%, followed by July
and August with the accuracy of 97%. While on June
2021 was found to be the lowest, with the accuracy of
55%, precision 58%, and recall 55%.
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